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1. Introduction

This neno defines a standardi zed framework for extensible SNW
agents. It defines processing entities called nmaster agents and
subagents, a protocol (AgentX) used to conmmuni cate between them and
the el enents of procedure by which the extensible agent processes
SNMP protocol nessages

2. The SNWP Fr anewor k

A managenent system contains: several (potentially many) nodes, each
with a processing entity, terned an agent, which has access to
managenent instrunentation; at |east one nanagenent station; and, a
managenment protocol, used to convey nanagenent infornmation between
the agents and managenent stations. Operations of the protocol are
carried out under an administrative framework which defines

aut henti cati on, authorization, access control, and privacy policies.

Managenment stations execute managenent applications which nonitor and
control managed el enents. Managed el enents are devices such as
hosts, routers, terminal servers, etc., which are nonitored and
controll ed via access to their managenent information

Managenment information is viewed as a collection of managed objects,
residing in a virtual information store, terned the Managenent

I nformati on Base (MB). Collections of related objects are defined
in MB nodul es. These nodules are witten using a subset of OSI’'s
Abstract Syntax Notation One (ASN. 1) [1], terned the Structure of
Managenment Information (SM) (see RFC 1902 [2]).

2.1. A Note on Term nol ogy

The term "variable" refers to an instance of a non-aggregate object
type defined according to the conventions set forth in the SM (RFC
1902, [2]) or the textual conventions based on the SM (RFC 1903
[3]). The term"variable binding" normally refers to the pairing of
the nanme of a variable and its associated value. However, if certain
ki nds of exceptional conditions occur during processing of a
retrieval request, a variable binding will pair a nanme and an

i ndi cation of that exception

A variable-binding list is a sinple list of variable bindings.
The nane of a variable is an OBJECT | DENTI FI ER, which is the

concat enati on of the OBJECT | DENTI FI ER of the correspondi ng object
type together with an OBJECT | DENTI FI ER fragment identifying the
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i nstance. The OBJECT | DENTI FI ER of the correspondi ng object-type is
call ed the OBJECT | DENTI FI ER prefix of the variable. For the purpose
of exposition, the original Internet-standard

Net wor k Management Franmework, as described in RFCs 1155 (STD 16),
1157 (STD 15), and 1212 (STD 16), is ternmed the SNWP version 1
framework (SNWPv1l). The current franmework, as described in RFCs
1902-1908, is termed the SNWMP version 2 franmework (SNWPv2).

3. Extending the MB

New M B nodul es that extend the Internet-standard MB are
continuously being defined by various | ETF working groups. It is
al so conmon for enterprises or individuals to create or extend
enterprise-specific or experinmental M Bs

As a result, managed devices are frequently complex collections of
manageabl e conponents that have been independently installed on a
managed node. Each conponent provides instrunentation for the
managed obj ects defined in the MB nodul e(s) it inplements.

Neit her the SNMP version 1 nor version 2 franmework describes how the
set of managed objects supported by a particul ar agent nmay be changed
dynam cal |l y.

3.1. Mtivation for AgentX

This very real need to dynanically extend the managenment objects
within a node has given rise to a variety of "extensible agents”
which typically conprise

- a "master" agent that is available on the standard transport
address and that accepts SNWP protocol nessages

- a set of "subagents" that each contain managenent
i nstrunment ati on

- a protocol that operates between the master agent and subagents,
permitting subagents to "connect"” to the master agent, and the
master agent to multiplex received SNMP protocol nessages
anongst the subagents.

- a set of tools to aid subagent devel opnent, and a runtinme (API)

environnent that hides much of the protocol operation between a
subagent and the naster agent.
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The wi de depl oynent of extensible SNMP agents, coupled with the |ack
of Internet standards in this area, nmakes it difficult to field
SNMP- manageabl e applications. A vendor may have to support severa
di fferent subagent environnments (APIs) in order to support different
target platforns.

It can al so becone quite cunbersone to configure subagents and
(possibly nultiple) nmaster agents on a particul ar managed node.

Speci fying a standard protocol for agent extensibility (AgentX)
provi des the technical foundation required to solve both of these
probl ens. | ndependently devel oped Agent X-capabl e naster agents and
subagents will be able to interoperate at the protocol |evel
Vendors can continue to differentiate their products in all other
respects.

4. Agent X Franewor k

Wthin the SNWP franework, a nanaged node contains a processing
entity, called an agent, which has access to nmanagenent i nfornation.

Wthin the Agent X framework, an agent is further defined to consist
of

- a single processing entity called the master agent, which sends
and receives SNWP protocol nessages in an agent role (as
specified by the SNWP version 1 and version 2 framework
docunents) but typically has little or no direct access to
managenent i nformation.

- 0 or nore processing entities called subagents, which are
"shi el ded" fromthe SNWP protocol nessages processed by the
mast er agent, but which have access to managenent information

The master and subagent entities conmuni cate via Agent X protocol
nmessages, as specified in this menbo. CQher interfaces (if any) on
these entities, and their associated protocols, are outside the scope
of this docunent. \While sone of the Agent X protocol nessages appear
simlar in syntax and semantics to the SNWP, bear in mind that AgentX
i s not SNWP

The internal operations of AgentX are invisible to an SNV entity
operating in a nmanager role. Froma manager’'s point of view, an
extensi bl e agent behaves exactly as woul d a non-extensible
(rmonolithic) agent that has access to the same nanagenent

i nstrunent ati on.
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This transparency to nmanagers is a fundanental requirenent of AgentX,
and is what differentiates Agent X subagents from SNVP proxy agents.

4.1. Agent X Rol es

An entity acting in a master agent role perforns the foll ow ng
functions:

- Accepts Agent X session establishnent requests from subagents.
- Accepts registration of MB regions by subagents.

- Sends and accepts SNWP protocol nessages on the agent’s
specified transport addresses.

- Inmplenments the agent role El ements of Procedure specified
for the adm nistrative framework applicable to the SNVMP protoco
nmessage, except where they specify perform ng nanagenent
operations. (The application of MB views, and the access
control policy for the managed node, are inplenented by the
mast er agent.)

- Provides instrunentation for the MB objects defined in RFC
1907 [5], and for any M B objects relevant to any adninistrative
framework it supports

- Sends and receives Agent X protocol nmessages to access
managenent information, based on the current registry of MB
regi ons.

- Forwards notifications on behal f of subagents.

An entity acting in a subagent role perforns the follow ng functions:

Initiates an Agent X session with the naster agent.
- Registers MB regions with the naster agent.
- Instanti ates nmanaged objects.

- Binds ODs within its registered MB regions to actua
vari abl es.

- Perfornms managenent operations on vari abl es.

Initiates notifications.
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4.2 Applicability

It is intended that this nmeno specify the smallest anount of required
behavi or necessary to achieve the | argest benefit, that is, to cover
a very large nunber of possible MB inplenmentations and
configurations with mnimumconplexity and | ow "cost of entry".

This section discusses several typical usage scenari os.

1) Subagents inpl enent separate M B nodul es--for exanpl e,
subagent A inplenents "m b-2", subagent b inplements "host-
resources".

It is anticipated that this will be the npst common subagent
configuration.

2) Subagents inplement rows in a "sinple table". A sinple table
is one in which row creation is not specified, and for which the
M B does not define an object that counts entries in the table.
Exanpl es of sinple tables are rdbnsDbTabl e, udpTable, and
hr SWRunTabl e.

This is the nost conmonly defined type of MB table, and probably
represents the next nost typical configuration that AgentX woul d
support .

3) Subagents share M Bs along non-row partitions. Subagents
regi ster "chunks" of the MB that represent nultiple rows, due to
the nature of the MB' s index structure. Exanples include
regi stering i pNet ToMedi aEntry.n, where n represents the iflndex
value for an interface inplenented by the subagent, and
tcpConnEntry.a.b.c.d, where a.b.c.d represents an | P address on an
interface inplenented by the subagent.

Agent X supports these three common configurations, and all
pernut ati ons of them conpletely. The consensus is that they
conprise a very large nmajority of current and likely future uses of
mul ti-vendor extensible agent configurations.

4) Subagents inplement rows in "conplex tables". Conplex tables
here are defined as tables permtting row creation, or whose MB
al so defines an object that counts entries in the table. Exanples
include the MB-2 ifTable (due to ifNunber), and the RVON
hi st oryContr ol Tabl e.
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The subagent that inplenents such a counter object (like ifNunber)
must go beyond AgentX to correctly inplement it. This is an

i mpl erent ation i ssue (and nost new M B designs no | onger include such
obj ects).

To inplenent row creation in such tables, at |east one AgentX
subagent nust register at a point "higher" in the ODtree than an

i ndi vidual row (per AgentX s dispatching procedure). Again, this is
an i nmpl ement ati on issue.

Scenarios in this category were thought to occur sonewhat rarely in
configurations where subagents are independently inplenented by

di fferent vendors. The focus of a standard protocol, however, nust
be in just those areas where nmulti- vendor interoperability nust be
assured.

Note that it would be inefficient (due to AgentX registration
overhead) to share a table anong Agent X subagents if the table
contai ns very dynanmi c instances, and each subagent registers fully
qualified instances. ipRouteTable could be an exanple of such a
table in sone environnments.

4.3. Design Features of AgentX
The prinmary features of the design described in this neno are:

1) A general architectural division of |abor between naster agent
and subagent: The master agent is MB ignorant and SNWP
omi sci ent, while the subagent is SNWP ignorant and M B omni sci ent
(for the MB variables it instantiates). That is, master agents,
excl usively, are concerned with SNMP protocol operations and the
translations to and from Agent X protocol operations needed to
carry them out; subagents are exclusively concerned with
managenent instrunentation; and neither should intrude on the
other’s territory.

2) A standard protocol and "rules of engagenent"” to enable
i nteroperability between managenent instrumentation and extensible
agents.

3) Mechani snms for independently devel oped subagents to
integrate into the extensi ble agent on a particul ar nanaged node
in such a way that they need not be aware of any other existing
subagent s.
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4) A sinple, deterministic registry and di spatching al gorithm
For a given extensible agent configuration, there is a single
subagent who is "authoritative" for any particular region of the
M B (where "region" may extend froman entire MB down to a single
obj ect -i nst ance).

5) Performance considerations. It is likely that the naster
agent and all subagents will reside on the same host, and in such
cases AgentX is nmore a formof inter-process comunication than a
tradi tional conmuni cati ons protocol

Sonme of the design decisions made with this in mnd include:
- 32-bit alignnent of data wi thin PDUs
- Native byte-order encoding by subagents
- Large Agent X PDU payl oad si zes.
4.4 Non- Goal s

1) Subagent-to-subagent conmunication. This is out of scope,
due to the security ram fications and conplexity invol ved.

2) Subagent access (via the naster agent) to M B vari abl es.
This is not addressed, since various other nmechani sns are
available and it was not a fundanmental requirenent.

3) The ability to acconmpdate every concei vabl e extensi bl e
agent configuration option. This was the nbst contentious aspect
in the devel opment of this protocol. In essence, certain features
currently available in sone conmrercial extensible agent products
are not included in AgentX. Although useful or even vital in sone
i npl enment ati on strategi es, the rough consensus was that these
features were not appropriate for an Internet Standard, or not
typically required for independently devel oped subagents to
coexist. The set of supported extensible agent configurations is
descri bed above, in Section 4.2.

Some possible future version of the Agent X protocol may provide
coverage for one or nore of these "non-goals" or for new goals that
m ght be identified after greater depl oynent experience.
5.  Agent X Encodi ngs
Agent X PDUs consi st of a conmon header, followed by PDU specific data

of variable Iength. Unlike SNWMP PDUs, AgentX PDUs are not encoded
using the BER (as specified in I SO 8824 [1]), but are transnmitted as
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5.

1.

a contiguous byte stream The data within this streamis organized
to provide natural alignnent with respect to the start of the PDU
permitting direct (integer) access by the processing entities.

The first four fields in the header are single-byte values. A bit
(NETWORK_BYTE ORDER) in the third field (h.flags) is used to indicate
the byte ordering of all multi-byte integer values in the PDU

i ncludi ng those which followin the header itself. This is described
in nore detail in Section 6.1, "AgentX PDU Header", bel ow.

PDUs are depicted in this neno using the follow ng convention (where
byte 1 is the first transmitted byte):

B Lt r s i i i o o T s ks S R S
| byte 1 | byte 2 | byte 3 | byte 4
B s T s s e T o e S T ks et s oot ST S S S o S S 3
| byte 5 | byte 6 | byte 7 | byte 8
B T S S e s e i s S i S S S S S S T S SR S S S i S S S

Fi el ds marked "<reserved>" are reserved for future use and nust be
zero-fill ed.

hj ect ldentifier

An object identifier is encoded as a 4-byte header, followed by a
vari abl e nunber of contiguous 4-byte fields representing sub-
identifiers. This representation (terned bject Ildentifier) is as
fol |l ows:

bj ect ldentifier

B Lt r s i i i o o T s ks S R S

| n_subid | prefix | include <reserved>

B s T s s e T o e S T ks et s oot ST S S S o S S 3
sub-identifier #1

R O il it o I R R R R R R I i i S e e e o o i o =

e T e e S e e S i T e S T e e S S il ik T S e
sub-identifier #n_subid

B i T e e S i i i TR S S e e i Tt RIS S T S R S

+ +

|
+-
+-
|
+-
hj ect ldentifier header fields:
n_subi d

The nunber (0-128) of sub-identifiers in the object identifier

An ordered list of "n_subid" 4-byte sub-identifiers follows the
4- byt e header.
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prefix

An unsi gned val ue used to reduce the | ength of object
identifier encodings. A non-zero value "x" is interpreted as
the first sub-identifier after "internet" (1.3.6.1), and
indicates an inplicit prefix "internet.x" to the actual sub-
identifiers encoded in the (bject ldentifier. For exanple, a
prefix field value 2 indicates an inplicit prefix "1.3.6.1.2"
A value of 0 in the prefix field indicates there is no prefix
to the sub-identifiers.

i ncl ude

Used only when the Object Identifier is the start of a
SearchRange, as described in section 5. 2.

A null nject ldentifier consists of the 4-byte header with all bytes
set to O.
Exanpl es:

sysDescr.0 (1.3.6.1.2.1.1.1.0)

+T T T+ T
+O+ P+ P+ P+ Dt

1.2.3.

e s it St S s
+ R+ WHFEN+ RPN+

Dani el e,

- +-

-4

- 4

- +-

-4

- 4

-4

- 4

- +-

-4

- 4

- +-

T S S T it st Sty S S S S S i S
| 2 | O | O |
s S i i T T it

i S T T S S S e T I s S S S S e =

i Sl S T i wis i wi SHE SN S S

T T S T A S

i S T T S S S e T I s S S S S e =
4

I e I T S T S S S i S T
| O | O | O |
I S S S e TR i S emp S SRR

i Sl S T i wis i wi SHE SN S S

T T S T A S

i S T T S S S e T I s S S S S e =

i Sl S T i wis i wi SHE SN S S
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5.2. SearchRange

A SearchRange consists of two Object Identifiers. Iniits

communi cati on with a subagent, the naster agent uses a SearchRange to
identify a requested variable binding, and, in GetNext and GetBul k
operations, to set an upper bound on the nanes of managed obj ect

i nstances t he subagent nay send in reply.

The first Object Identifier in a SearchRange (called the starting
A D) indicates the beginning of the range. It is frequently (but not
necessarily) the nanme of a requested variabl e bindi ng.

The "include" field in this OD s header is a boolean value (0 or 1)
i ndi cating whether or not the starting ODis included in the range.

The second object identifier indicates the non-inclusive end of the
range, and its "include" field is always O.

Exanple: To indicate a search range from1.3.6.1.2.1.25.2
(inclusive) to 1.3.6.1.2.1.25.2.1 (exclusive), the SearchRange woul d
be

n
QD

]
+ﬂ
1~
+ ~

B T T S it I S S S i St N
| 2 | 1 0 |
i S i S it S 3

T S S S s e S S S i S S S e i

T i e S i i S S B Rl S NS

T S T T S e T S S S s Tk o SRS St S

B s S A

(&)]

T+
FNANF P+ W+

D
o
+ =

B S

| 2 | O 0 |
B S e S S it i S R e SN
B S T i T S S S S A s
B T S S i I i S S >

S i S S S S e SEp

B S S T T i S S S S g S S ik S e S S

e it it it S S
FRENFRF RS

A SearchRangeLi st is a contiguous |ist of SearchRanges.
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5.3. Cctet String

An octet string is represented by a contiguous series of bytes,
beginning with a 4-byte integer whose value is the nunber of octets
in the octet string, followed by the octets thenselves. This
representation is termed an Cctet String. |If the |ast octet does not
end on a 4-byte offset fromthe start of the Cctet String, padding
bytes are appended to achieve alignnment of followi ng data. This
paddi ng nmust be added even if the Octet String is the last itemin
the PDU. Padding bytes nust be zero filled.

B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| Cctet String Length (L)

e o T i i o o O S e S ol o S S S s it SR R SR S
| Cctet 1 | Cctet 2 | Cctet 3 | Cctet 4 |
R R e o i i i i i S i S S S e T T s i T S S S S e 5
B e s i e e e s i i ST RIE CRIE TR TR TR S T S S S s sl S S S
| Cctet L - 1 | OCctet L | Paddi ng (as required)

e i T i i o T R O S O e S T S s it (o (B SR S

A null Cctet String consists of a 4-byte length field set to O.
5.4. Value Representation

Vari abl e bi ndi ngs may be encoded within the variable-length portion
of sonme PDUs. The representation of a variable binding (ternmed a
Var Bi nd) consists of a 2-byte type field, a nane (Object ldentifier),
and the actual val ue data.

Var Bi nd
B Lt r s i i i o o T s ks S R S

| V. type <reserved>
B s T s s e T o e S T ks et s oot ST S S S o S S 3

(v. nane)
B s S S i i i ks a ks st S S S S S S
| n_subid | prefix | 0 0 |

I S i I S T i i S S S S e
sub-identifier #1

R ol I S S S e e e
R it ST NI R R
sub-identifier #n_subid
T S T a s S S S s e

+ +
1 ]

B sl o S SR S B e E
B sl R SN R SR S B e R
+ +
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(v.data)

B Lt r s i i i o o T s ks S R S
dat a |

- -+-+

- -+-+
dat a |

B e e i S e e T s i i S T R SR S S S S T S i

I
+-
+-
|
+-
Var Bi nd fi el ds:
v.type

I ndi cates the variable binding' s syntax, and nust be one of
the foll ow ng val ues:

I nt eger (2),
Cctet String (4),
Nul | (5),
bj ect ldentifier (6),
| pAddr ess (64),
Count er 32 (65),
Gauge32 (66),
Ti meTi cks (67),
Opaque (68),
Count er 64 (70),
noSuchbj ect (128),
noSuchl nst ance (129),
endOf M bVi ew (130)

V. nane
The oject Identifier which nanes the variable.
v. data
The actual val ue, encoded as foll ows:

- Integer, Counter32, Gauge32, and TinmeTi cks are encoded as
4 contiguous bytes. If the NETWORK BYTE ORDER bit is set
in h.flags, the bytes are ordered nost significant to | east
significant, otherwi se they are ordered | east significant
to nost significant.

- Counter64 is encoded as 8 contiguous bytes. |If the
NETWORK_BYTE_ORDER bit is set in h.flags, the bytes are
ordered nost significant to | east significant, otherw se
they are ordered | east significant to nost significant.
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- nject Identifiers are encoded as described in section
5.1, nhject Identifier

- | pAddress, Opaque, and Cctet String are all octet strings
and are encoded as described in section 5.3, Cctet String.

Val ue data al ways follows v.nanme whenever v.type is one
of the above types. These data bytes are present even if
they will not be used (as, for exanple, in certain types
of index allocation).

- Null, noSuchObject, noSuchlnstance, and endOFM bVi ew do not
contain any encoded val ue. Value data never follows
v.name in these cases

Note that the VarBind itself does not contain the value size.
That information is inplied for the fixed-1ength types, and
explicitly contained in the encodings of variable-length types
(Object ldentifier and Cctet String).

A VarBindList is a contiguous list of VarBinds. Wthin a

Var Bi ndLi st, a particular VarBind is identified by an i ndex val ue.
The first VarBind in a VarBindLi st has index value 1, the second
has index value 2, and so on

6. Protocol Definitions
6.1. Agent X PDU Header
The Agent X PDU header is a fixed-format, 20-octet structure:

B Lt r s i i i o o T s ks S R S
| h. version | h. type | h. fl ags | <reserved>

B s T s s e T o e S T ks et s oot ST S S S o S S 3
| h. sessionl D

B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| h.transactionl D

B Lt r s i i i o o T s ks S R S
| h. packet | D

B s T s s e T o e S T ks et s oot ST S S S o S S 3
| h. payl oad_I| ength

B T S S e s e i s S i S S S S S S T S SR S S S i S S S

An Agent X PDU header contains the follow ng fields:
h. version

The version of the AgentX protocol (1 for this nmeno).
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h. type

The PDU type; one of the follow ng val ues:

agent x- Open- PDU (1),
agent x- Cl ose- PDU (2),
agent x- Regi st er - PDU (3),
agent x- Unr egi st er - PDU (4),
agent x- Get - PDU (5),
agent x- Get Next - PDU (6),
agent x- Get Bul k- PDU (7),
agent x- Test Set - PDU (8),
agent x- Commi t Set - PDU (9),
agent x- UndoSet - PDU (10),
agent x- Cl eanupSet - PDU (11),
agent x- Not i f y- PDU (12),
agent x- Pi ng- PDU (13),

agent x- I ndexAl | ocate-PDU  (14),
agent x- I ndexDeal | ocat e- PDU ( 15),
agent x- AddAgent Caps- PDU (16),
agent x- RenoveAgent Caps- PDU (17),
agent x- Response- PDU (18)

h. fl ags

A bitmask, with bit 0 the least significant bit. The bit
definitions are as foll ows:

Bi t Definition
| NSTANCE_REG STRATI ON
NEW | NDEX
ANY_| NDEX
NON_DEFAULT_CONTEXT
NETWORK_BYTE_ORDER

-7 (reserved)

abhwNRFLO

The NETWORK_BYTE ORDER bit applies to all nulti-byte integer
values in the entire Agent X packet, including the renaining
header fields. |If set, then network byte order (nost
significant byte first; "big endian") is used. |If not set,
then least significant byte first ("little endian") is used.

The NETWORK _BYTE _ORDER bit applies to all Agent X PDUs.

The NON_DEFAULT_CONTEXT bit is used only in the Agent X PDUs
described in section 6.1.1.
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The NEW. I NDEX and ANY_INDEX bits are used only within the
agent x- I ndexAl | ocate-, and -1 ndexDeal | ocat e- PDUs.

The | NSTANCE_REG STRATION bit is used only within the agentx-
Regi st er - PDU.

h. sessi onl D

The session ID uniquely identifies a session over which Agent X
PDUs are exchanged between a subagent and the master agent.
The session ID has no significance and no defined value in the
agent x- Open- PDU sent by a subagent to open a session with the
master agent; in this case, the naster agent will assign a

uni que sessionlD that it will pass back in the correspondi ng
agent x- Response-PDU. Fromthat point on, that same sessionlD
wi |l appear in every Agent X PDU exchanged over that session
bet ween the master and the subagent. A subagent nay establish
nmul ti pl e Agent X sessions by sending nultiple agentx-OQpen- PDUs
to the naster agent.

In master agents that support multiple transport protocols, the
sessionl D should be globally unique rather than unique just to
a particular transport.

h.transacti onl D

Dani el e,

The transaction ID uniquely identifies, for a given session,
the single SNWP managenent request (and single SNMP PDU) wth
whi ch an Agent X PDU is associated. |If a single SNWP managenent
request results in nmultiple Agent X PDUs bei ng sent by the
master agent with the sane sessionlD, each of these Agent X PDUs
nmust contain the sane transaction ID;, conversely, AgentX PDUs
sent during a particular session, that result fromdistinct
SNMP managenent requests, must have distinct transaction |Ds
within the limts of the 32-bit field).

Note that the transaction IDis not the same as the SNMP PDU s
request-id (as described in section 4.1 of RFC 1905 [4]), nor
can it be, since a master agent mi ght receive SNVP requests
with the same request-ids fromdifferent nmanagers

The transaction ID has no significance and no defined value in

Agent X adnmini strative PDUs, i.e., AgentX PDUs that are not
associ ated with an SNVWP managenent request.
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h. packet | D

A packet 1D generated by the sender for all Agent X PDUs except
t he agent x- Response-PDU. I n an agent x- Response- PDU, the packet

I D nust be the sanme as that in the received Agent X PDU to which
it is aresponse. A master agent mght use this field to
associ at e subagent response PDUs with their corresponding
request PDUs. A subagent night use this field to correlate
responses to multiple (batched) registrations.

h. payl oad_I engt h

The size in octets of the PDU contents, excluding the 20-byte
header. As a result of the encoding schenes and PDU | ayouts,
this value will always be either 0, or a nultiple of 4.

6.1.1. Cont ext

In the SNMPv1l or v2c franmeworks, the community string nmay be used as
an index into a local repository of configuration information that
may i nclude comunity profiles or nore conplex context information
Future versions of the SNWP will likely formalize this notion of
"context".

Agent X provides a nmechanismfor transmtting a context specification
within relevant PDUs, but does not place any constraints on the
content of that specification

An optional context field may be present in the agentx-Register-,
UnRegi ster-, AddAgent Caps-, RenoveAgent Caps-, Get-, Get Next-,

Get Bul k-, I ndexAl |l ocate-, |ndexDeallocate-, Notify-, TestSet-, and
Pi ng- PDUs.

If the NON_DEFAULT_CONTEXT bit in the Agent X header field h.flags is
clear, then there is no context field in the PDU, and the operation
refers to the default context.

I f the NON_DEFAULT_CONTEXT bit is set, then a context field

i medi ately follows the Agent X header, and the operation refers to
that specific context. The context is represented as an Cctet
String. There are no constraints on its length or contents.

Thus, all of these AgentX PDUs (that is, those listed i mediately

above) refer to, or "indicate" a context, which is either the default
context, or a non-default context explicitly named in the PDU
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6.2. Agent X PDUs
6.2.1. The agent x- Open- PDU

An agent x- Open-PDU i s generated by a subagent to request
establ i shnent of an Agent X session with the nmaster agent.

(Agent X header)

B T e e b i T I TR i S S R S S S S ik aei S e R S S e
| h.version (1) | h.type (1) | h. fl ags | <reserved>
T R i ik ot T SRR I S SR R i S TR i e It et SR SR i S e e i e i o
| h. sessionl D

B i i i T S e e e e i i T e e S e e i e i i o
| h.transactionl D

B T e e b i T I TR i S S R S S S S ik aei S e R S S e
| h. packet 1 D

T R i ik ot T SRR I S SR R i S TR i e It et SR SR i S e e i e i o
| h. payl oad_| ength

B i i i T S e e e e i i T e e S e e i e i i o

i R B 4
T+ A+ +— +

T

T

B T e e b i T I TR i S S R S S S S ik aei S e R S S e
| o.tinmeout | <reserved>
T R i ik ot T SRR I S SR R i S TR i e It et SR SR i S e e i e i o

+
1
+

T
+

o.id
S-- +- +2 T T e i e e e e e R E e
| n_subid | prefix | 0 <reserved>
B i e T i s S o S S e
| subi dentifier #1
B i T St e s i it i SR SR S SR S S

+ o+
] 1

+t— T+ 4

B T et e i T e e S Tk b I R
| subi dentifier #n_subid
B S S e h T el S S S S S T S S T S S S i SuI S

(o.descr)

B Lt r s i i i o o T s ks S R S
| Cctet String Length (L) |
B s T s s e T o e S T ks et s oot ST S S S o S S 3
| Cctet 1 | Cctet 2 | Cctet 3 | Cctet 4 |
B T S S e s e i s S i S S S S S S T S SR S S S i S S S

:l-l:|--+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
| Octet L -1 | OCctet L | Paddi ng (as required) |
+

i S S I w i S S S S S S ks At St SUE SE S S S S S i e

An agent x- Qpen-PDU contains the follow ng fields:
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The length of time, in seconds, that a master agent shoul d
allow to el apse after dispatching a nessage to a subagent

before it

regards the subagent as not

responding. This is a

subagent -wi de default value that nmay be overridden by val ues
associated with specific registered MB regions. The default
val ue of 0 indicates that no subagent-w de value is requested.

Identifier that

identifies the subagent. Subagents

that do not support such an notion nmay send a null bject

o.id

An Obj ect

| dentifier.
0. descr

An Cctet String containing a DisplayString describing the

subagent .

6.2.2. The agentx-C ose- PDU

An agent x- Cl ose- PDU i ssued by either a subagent or the master agent
term nates an Agent X sessi on.

(Agent X header)

T i T S S i S e T

| h.version (1)

h.type (2) | h. f1 ags

<reserved>

B S S T S S S e Tt 2t St S S S S S S S S S e

h. sessi onl D

T e T

h.transactionl D

h. packet I D

B S T S S S T I s S S S S S S S S S S e

L.
|-|-- T o I S S i i T i T S S S i S SN SRS
L.
L.

h. payl oad_| ength

T e i S e s

T I T S S Tk it S S S S Sk L T T SR A s

| c.reason

<reserved>

B S S T S S e e T s S S S S i i S S

An agent x- Cl ose- PDU contains the follow ng field:
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reason

An enunerated val ue that gives the reason that the master agent
or subagent closed the Agent X session. This field may take one
of the foll ow ng val ues:

reasonCt her (1)
None of the follow ng reasons

r easonPar seError (2)
Too many Agent X parse errors from peer

r easonPr ot ocol Error (3)
Too many Agent X protocol errors from peer

reasonTi meout s(4)
Too many tineouts waiting for peer

r easonShut down( 5)
Sending entity is shutting down

r easonByManager ( 6)
Due to Set operation; this reason code can be used only
by the naster agent, in response to an SNVP nanagenent
request.
The agent x- Regi st er - PDU

ent x- Regi ster-PDU i s generated by a subagent for each regi on of

the MB variable naning tree (wWithin one or nore contexts) that it

w she
(Age

+- -+

| h.v

+- -+

|

+- +-+

|

+- -+

|

+- -+

|

+-

+-+

Dani el e,

s to support.

nt X header)
e i T o e il i s ST T N S e S S s i T e
ersion (1) | h.type (3) | h. fl ags | <reserved>
e s o S i T S S S e s e s sl ot HIE S SRR R i S S
h. sessionl D
i T T e S e i e i i T T S S S e e S O e i i i e
h.transactionl D |
e i T o e il i s ST T N S e S S s i T e
h. packet 1 D |
e s o S i T S S S e s e s sl ot HIE S SRR R i S S
h. payl oad_| engt h
i T T e S e i e i i T T S S S e e S O e i i i e

et. al. St andards Track [ Page 22]



RFC 2257 Agent X January 1998

(r.context) (OPTIONAL)

B Lt r s i i i o o T s ks S R S
| Cctet String Length (L)

R R e o i i i i i S i S S S e T T s i T S S S S e 5
| Cctet 1 | Cctet 2 | Cctet 3 | Cctet 4 |
B T S S e s e i s S i S S S S S S T S SR S S S i S S S

B Lt r s i i i o o T s ks S R S
| Octet L -1 | OCctet L Paddi ng (as required)
B s T s s e T o e S T ks et s oot ST S S S o S S 3

B T S S e s e i s S i S S S S S S T S SR S S S i S S S
| r.tinmeout | r.priority | r.range_subid | <reserved>
B Lt r s i i i o o T s ks S R S

(r.region)

B T e o i S I i i S S N iy St S I S S
| n_subid | prefix | 0 | <reserved>

T e e i i S T i i i e o
sub-identifier #1

i T i i o e e e e e e et i S S S R R SR

B T e o i S I i i S S N iy St S I S S
| sub-identifier #n_subid
B e i S T e i T e S R S e e e s i i T S

(r.upper_bound)

B T T T o o S S S e i S S Tk e e Y S
| optional upper-bound sub-identifier
B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5

An agent x- Regi ster-PDU contains the followi ng fields:
r.cont ext

An optional non-default context.
r.timeout

The length of tine, in seconds, that a master agent should
allow to el apse after dispatching a nessage to a subagent
before it regards the subagent as not responding. r.tineout
applies only to nmessages that concern MB objects within
r.region. It overrides both the subagent-w de value (if any)
i ndi cated when the Agent X session with the master agent was
est ablished, and the master agent’s default timeout. The
default value for r.tineout is O (no override).
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r.priority

A val ue between 1 and 255, used to achieve a desired
configuration when different subagents register identical or
over | appi ng regions. Subagents with no particul ar know edge of
priority should register with the default val ue of 255 (I owest
priority).

In the master agent’s dispatching algorithm smaller val ues of
r.priority take precedence over |arger values, as described in
section 7.1.5.1.

r.region

An (bject ldentifier that, in conjunction with r.range_subid,
indicates a region of the MB that a subagent wi shes to

support. It may be a fully-qualified instance name, a partia
instance nane, a MB table, an entire MB, or ranges of any of
t hese.

The choice of what to register is inplenmentation-specific; this
meno does not specify permssible values. Standard practice
however is for a subagent to register at the highest |evel of
the naning tree that nakes sense. Registration of fully-
qualified instances is typically done only when a subagent can
per f orm managenment operations only on particular rows of a
conceptual table.

If r.regionis in fact a fully qualified instance nane, the

| NSTANCE_REGQ STRATION bit in h.flags nust be set, otherwise it
must be cleared. The master agent may save this information to
optim ze subsequent operational dispatching.

r.range_subid

Pernmits specifying a range in place of one of r.region s sub-
identifiers. |If this value is 0, no range is specified.

O herwi se the "r.range_subid"-th sub-identifier inr.region is
a range | ower bound, and the range upper bound sub-identifier
(r.upper_bound) imediately follows r.region

This permits registering a conceptual row with a single PDU

For exanple, the follow ng PDU woul d register row 7 of the RFC
1573 ifTable (1.3.6.1.2.1.2.2.1.1-22.7):
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(Agent X header)
B Lt r s i i i o o T s ks S R S
| h.version (1) | h.type (3) | h. fl ags | <reserved>
B ik T T S S S e i ik i i R e e S T S T R e e R e e e e =
| h. sessionl D

B s o s o S S e e S i TRIE TR TR S S S e e o o e i =
| h.transactionl D

B i i i T S e e e e i i T e e S e e i e i i o
| h. packet 1 D

B T T o S T o il s S S S S S i S il i
| h. payl oad_I engt h

e o T o S e e s i i i L e i ol o S S S S S S S o

+

-+
-+
-+
-+
-+

+

B i T e S i i i i T S S e e S i o i I T N S
r.timeout | r.priority | 5 <reserved>
B T T o S T o il s S S S S S i S il i

+— +
1 1

r.region)
B i i S S i s e i o i S S
| 2 | O <reserved>

R i i T e e e i e s i i s I SR S R SR S S S S S
B i s s i S S i S T ai i S SRS S S
B i i S S i s e i o i S S
R i i T e e e i e s i i s I SR S R SR S S S S S
B i s s i S S i S T ai i S SRS S S

S i S 