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1

I ntroduction

Thi s docunent defines a DHCPv6 fail over protocol, which is a
mechani sm for running two DHCPv6 servers [ RFC3315] with the
capability for either server to take over clients’ |eases in case of
server failover or network partition. For a general overview of
DHCPv6 fail over problens, use cases, benefits, and shortcomn ngs, see
[ RFC7031] .

The fail over protocol provides a neans for cooperating DHCP servers
to work together to provide a service to DHCP clients with
availability that is increased beyond the availability that could be

provi ded by a single DHCP server operating alone. It is designed to
protect DHCP clients against server unreachability, including server
failure and network partition. It is possible to deploy exactly two

servers that are able to continue providing a | ease for an | Pv6
address [RFC3315] or on an IPv6 prefix [RFC3633] w thout the DHCP
client experiencing | ease expiration or a reassignnent of a |l ease to
a different 1Pv6 address or prefix in the event of failure by one or
the other of the two servers.

The fail over protocol defines an active-passive node, sonetimes al so

called a "hot standby" nodel. This means that during normal
operation one server is active (i.e., it actively responds to
clients’ requests) while the second is passive (i.e., it receives

clients’ requests but responds only to those specifically directed to
it). The secondary server maintains a copy of the binding database
and is ready to take over all incomng queries in case the primary
server fails.

The failover protocol is designed to provide |ease stability for
| eases with valid lifetinmes beyond a short period. The DHCPv6
fail over protocol MJST NOT be used for new | eases shorter than
30 seconds. Leases reaching the end of their lifetinmes are not
affected by this restriction.

The failover protocol fulfills all DHCPv6 fail over requirenents
defined in [ RFC7031].

Requi renment s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMMVENDED', "MAY", and
"OPTIONAL" in this docunment are to be interpreted as described in
BCP 14 [ RFC2119] [RFCB174] when, and only when, they appear in all
capitals, as shown here
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3.

d ossary

This is a supplenmental glossary that should be used in conbination
with the definitions in Section 2 of RFC 7031 [ RFC7031].

Absol ute Tine

"Absolute time" refers to the time in seconds since nidnight
January 1, 2000 UTC, nodul o 2732

Addr ess Lease

"Address | ease" refers to a | ease involving an | Pv6 address.
Typically used when it is necessary to distinguish the |ease for
an | Pv6 address froma |ease for a DHCP prefix. See the
definitions for "del egated prefix" and "prefix |ease" bel ow.

aut o- par t ner - down

"aut o- partner-down" refers to a capability where a failover server
wi Il nmove from COVMUNI CATI ONS- | NTERRUPTED st ate to PARTNER- DOAN
state automatically, w thout operator intervention

Avai |l abl e (Lease or Prefix)

A | ease or delegable prefix is available if it could be allocated
for use by a DHCP client. It is available on the main server when
it isin the FREE state and avail able on the secondary server when
it is in the FREE-BACKUP state. The term "avail able" is sonetines
used when it would be awkward to say "FREE on the prinmary server
and FREE- BACKUP on the secondary server"

Bi ndi ng- St at us

A lease can hold a variety of states (see Section 5.5.1 for a
list); these are also referred to as the "binding-status" of the
| ease.

Del egabl e Prefix

"Del egabl e prefix" refers to a prefix fromwhich other prefixes
may be del egat ed, using the nechani sns described in [ RFC3633]. A
prefix that has been del egated is known as a "del egated prefix" or
a "prefix | ease".
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0 Delegated Prefix

A del egated prefix is a prefix that has been delegated to a DHCP
client as described in [RFC3633]. Depending on the context, a

del egated prefix may al so be described as a "prefix | ease"” when it
is necessary to distinguish it froman "address | ease"

o DHCP Prefix

A DHCP prefix is part of the | Pv6 address space configured to be
managed by a DHCP server

o Fail over Endpoint

The failover protocol pernmts a unique failover "endpoint" for
each failover relationship in which a failover server
participates. The failover relationship is defined by a

rel ati onshi p nane and incl udes

* the failover partner |P address,

* the role this server takes with respect to that partner
(primary or secondary), and

* the prefixes fromwhich addresses can be | eased, as well as
prefixes fromwhich other prefixes can be del egated (del egabl e
prefixes), that are associated with that rel ationship.

The fail over endpoint can take actions and hol d uni que states.
Typically, there is one failover endpoint per partner (server),
al t hough there may be nore.

o Failover Conmunication

"Fai |l over conmunication” refers to all nmessages exchanged between
partners.

0 | ndependent All ocation
"I ndependent allocation" refers to an allocation algorithmthat
splits the avail abl e pool of address |eases between the primary

and secondary servers. It is used for |IPv6 address allocations.
See Section 4.2.1.
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0 Lease

A lease is an association of a DHCP client with an | Pv6 address or
del egated prefix. This mght refer to either an existing
associ ation or a potential association.

o MCLT (Maxi mum Client Lead Tine)

The fundanental relationship on which nmuch of the correctness of
the fail over protocol depends is that the | ease expiration tine
known to a DHCP client MJUST NOT be greater by nore than the MCLT
beyond the later of the partner lifetine acknow edged by that
server’s failover partner or the current tine (i.e., now). See
Section 4. 4.

o Partner

The other DHCP server that participates in a failover relationship
is referred to as the "partner". Wen the role (prinary or
secondary) is not inportant, the other server is referred to as a
"failover partner" or sonetinmes sinply "partner"

0o Prefix Lease

A prefix lease is a lease involving a prefix that is del egated or
coul d be del egated, as opposed to a |l ease for a single | Pv6
address. A prefix | ease can also be described as a "del egat ed
prefix".

o Primary Server

The primary server is the first of the two DHCP servers that
participate in a failover relationship. Wen both servers are
operating, this server handles nost of the client traffic. |Its
failover partner is referred to as the "secondary server”

o Proportional Allocation
"Proportional allocation" is an allocation algorithmthat splits
t he del egabl e prefixes between the primary and secondary servers

and maintains a nore or |less fixed proportion of the del egable
prefi xes between both servers. See Section 4.2.2.
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0 Renew Responsive

A server that is "renew responsive" will respond to valid DHCP
client nmessages that are directed to it by having an

OPTI ON_SERVERI D option in the nessage that contains the DHCP
Uni que ldentifier (DU D) of the renew responsive server. See
[ RFC3315] .

0 Responsive

A server that is responsive will respond to all valid DHCP client
nessages.

0 Secondary Server

The secondary server is the second of the two DHCP servers that
participate in a failover relationship. |Its failover partner is
referred to as the "prinmary server" (as defined above). Wen both
servers are operating, this server (the secondary) typically does
not handle client traffic and acts as a backup to the primary
server. However, it will respond to RENEWrequests directed
specifically to it.

o Server

"Server" refers to a DHCP server that inplenents DHCPv6 fail over
"Server" and "failover endpoint"” are synonynous only if the server
participates in only one failover relationship.

o State

The term"state" is used in tw ways in this docunent. A failover
endpoint is always in some state, and there are a series of states
that a failover endpoint can nove through. See Section 8 for
details of the failover endpoint states. A |lease also has a
state, and this is sonetines referred to as a "binding-status".
See Section 5.5.1 for a list of the states a | ease can hol d.

0 Unresponsive

A server that is unresponsive will not respond to DHCP client
nessages.
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4.

4,

4.

4,

Fai | over Concepts and Mechani sns

The foll owi ng concepts and nmechani snms are necessary for the operation
of the failover protocol. They are not currently enployed by DHCPv6
[ RFC3315]. The failover protocol provides support for all of these
concepts and nechani sns.

1. Required Server Configuration

Servers frequently have several kinds of |eases available on a
particul ar network segment. The failover protocol assumes that both
the primary server and the secondary server are configured
identically with regard to the prefixes and |inks involved in DHCP
For del egabl e prefixes (involved in proportional allocation), the
primary server is responsible for allocating to the secondary server
the correct proportion of the avail abl e del egable prefixes. |Pv6
addresses (involved in independent allocation) are allocated to the
primary and secondary servers algorithmcally and do not require an
explicit nessage transfer to be distributed.

2. |1 Pv6 Address and Del egabl e Prefix Allocation

Currently, there are two allocation algorithnms defined: one for
address | eases and one for prefix |eases.

2.1. Independent Allocation

In this allocation schene, which is used for allocating individua

| Pv6 addresses, available | Pv6 addresses are permanently (unti

server configuration changes) split between servers. Available |Pv6
addresses are split between the prinmary and secondary servers as part
of initial connection establishnment. Once |IPv6 addresses are

al l ocated to each server, there is no need to reassign them The

| Pv6 address allocation is algorithmic in nature and does not require
a message exchange for each server to know which | Pv6 addresses it
has been allocated. This algorithmis sinpler than proportiona

al l ocation, since it does not require a rebal anci ng mechanism It

al so assunes that the pool assigned to each server will never be
depl et ed.

Once each server is assigned a pool of |IPv6 addresses during initia
connection establishnent, it may allocate its assigned | Pv6 addresses
to clients. Once a client releases a lease or its |ease on an | Pv6
address expires, the returned | Pv6 address returns to the pool for
the server that leased it. A lease on an |IPv6 address can be renewed
by a responsive server or by a renew responsive server. Wen an |Pv6
address goes PENDI NG FREE (see Section 7.2), it is owned by whichever
server it is allocated to by the independent allocation al gorithm
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| Pv6 addresses, which use the independent allocation approach, wll
be i gnored when a server processes a POOLREQ nessage.

Duri ng COMMUNI CATI ONS- | NTERRUPTED events, a partner MAY continue

ext endi ng existing address | eases as requested by clients. An
operational partner MJUST NOT | ease | Pv6 addresses that were assigned
to its downed partner and later expired or that were rel eased or
declined by a client. Wen it is in PARTNER-DOMN state, a server
MUST all ocate new | eases fromits own pool. It MJIST NOT use its
partner’s pool to allocate new | eases.

4.2.1.1. Independent Allocation A gorithm

For each address that can be allocated, the primary server MJST
all ocate only | Pv6 addresses when the |loworder bit (i.e., bit 127)
is equal to 1, and the secondary server MJST allocate only the | Pv6
addresses when the | oworder bit (i.e., bit 127) is equal to O.

4.2.2. Proportional Allocation

In this allocation schene, each server has its own pool of prefixes
avail abl e for del egation, known as "del egabl e prefixes". These

del egabl e prefixes may be prefixes fromwhich other prefixes can be
del egated, or they may be prefixes that are the correct size for

del egation but are not, at present, delegated to a particular client.
Remai ni ng del egabl e prefixes are split between the primary and
secondary servers in a configured proportion. Note that a del egated
prefix (also known as a "prefix lease") is not "owned" by a
particular server. Only a delegable prefix that is available is
owned by a particular server -- once it has been del egated (I eased)
to aclient, it becones a prefix lease and is not owned by either
failover partner. Wuen it finally becomes available again, it wll
be initially owned by the primary server, and it may or may not be
all ocated to the secondary server by the primary server.

The flow of a delegable prefix is as follows: initially, the

del egabl e prefix is part of a set of delegable prefixes, all of which
are initially owned by the primary server. A delegable prefix may be
all ocated to the secondary server, and it is then owned by the
secondary server. Either server can allocate and del egate prefixes
out of the delegable prefixes that they own. Once these prefixes are
del egated (leased) to clients, the servers cease to own them and
they are owned by the clients to which they have been del egat ed
(leased). VWhen the client releases the delegated prefix or the |ease
on it expires, the prefix will again becone available, will again be
a del egabl e prefix, and will be owned by the primary.
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A server del egates prefixes only fromits own pool of del egable
prefixes in all states except for PARTNER-DOM. | n PARTNER- DOMN
state, the operational partner can del egate prefixes fromeither poo
(both its own, and its partner’s after sone tine constraints have

el apsed). The operational partner SHOULD all ocate fromits own poo
before using its partner’s pool. The allocation and nai nt enance of

t hese pools of del egable prefixes are inportant, since the goal is to
maintain a nore or |less constant ratio of del egabl e prefixes between
the two servers

Each server knows whi ch del egabl e prefixes are in its own pool as
well as which are in its partner’s pool, so that it can allocate

del egabl e prefixes fromits partner’s pool w thout comrunication with
its partner if that becomes necessary.

The initial allocation of delegable prefixes fromthe primary to the
secondary when the servers first integrate is triggered by the
POOLREQ nessage fromthe secondary to the primary. This is followed
(at sone point) by the POOLRESP nessage, where the prinary tells the
secondary that it received and processed the POOLREQ nessage. The
primary sends the allocated del egable prefixes to the secondary as
prefix | eases via BNDUPD nessages. The POOLRESP nessage nmay be sent
before, during, or at the conpletion of the BNDUPD nessage exchanges
that were triggered by the POOLREQ nessage. The POOLREQ POOLRESP
message exchange is a trigger to the prinmary to performa scan of its
dat abase and to ensure that the secondary has enough del egabl e
prefixes (based on sone configured ratio).

The del egabl e prefixes are sent to the secondary as prefix | eases
usi ng the BNDUPD nessage containing an OPTION | APREFI X with a state
of FREE- BACKUP, which indicates that the prefix |lease is now
available for allocation by the secondary. Once the nessage is sent,
the primary MJUST NOT use these prefixes for allocation to DHCP
clients (except when the server is in PARTNER-DOMN state).

The POOLREQ POOLRESP nessage exchange initiated by the secondary is
valid at any tinme both partners remain in contact, and the prinmary
server SHOULD, whenever it receives the POOLREQ nessage, scan its
dat abase of del egable prefixes and determine if the secondary needs
nor e del egabl e prefixes fromany of the del egable prefixes that it
currently owns

In order to support a reasonably dynanic bal ance of the | eases
between the failover partners, the primary server needs to do
additional work to ensure that the secondary server has as many
del egabl e prefixes as it needs (but that it doesn’'t have nore than
it needs).
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The prinmary server SHOULD exam ne the bal ance of del egabl e prefixes
between the prinmary and secondary for a particular prefix whenever
t he nunber of possibly del egable prefixes for either the primry or
secondary changes by nore than a predeternined anount. Typically,
this conparison would not involve actually conparing the count of
exi sting instances of del egable prefixes but would instead involve
determ ning the nunber of prefixes that could be del egated given the
address ranges of the del egable prefixes allocated to each server
The primary server SHOULD adj ust the del egabl e prefix bal ance as
required to ensure the configured del egabl e prefix bal ance, except
that the primary server SHOULD enpl oy sone threshold nechanismto
such a bal ance adjustnent in order to ninimze the overhead of

mai ntai ni ng this bal ance.

The primary server can, at any tine, send an avail abl e del egabl e
prefix to the secondary using a BNDUPD nessage with the state

FREE- BACKUP. The prinmary server can attenpt to take an avail able
del egabl e prefix away fromthe secondary by sendi ng a BNDUPD nessage
with the state FREE. |If the secondary accepts the BNDUPD nessage,
then the lease is now available to the primary and not available to
the secondary. O course, the secondary MJST reject that BNDUPD
message if it has already allocated that |ease to a DHCP client.

4.2.2.1. Reallocating Leases

When the server is in PARTNER-DOM state, there is a waiting period
after which a delegated prefix can be reallocated to another client.
For del egabl e prefixes that are "avail abl e when the server enters
PARTNER- DOMN state, the period is the MCLT fromthe entry into
PARTNER- DOMN state. For del egated prefixes that are not avail able
when the server enters PARTNER-DOWN state, the period is the MCLT
after the later of the following tines: the acked-partner-lifetine,
the partner-lifetime (if any), the expiration-tine, or the entry into
PARTNER- DOMN ti ne.

In any other state, a server cannot reall ocate a del egated prefix
fromone client to another without first notifying its partner
(through a BNDUPD nessage) and receiving acknow edgenent (through a
BNDREPLY nessage) that its partner is aware that the first client is
not using the |ease.

Specifically, an "avail abl e" del egabl e prefix on a server may be
allocated to any client. A prefix that was del egated (leased) to a
client and that expired or was released by that client would take on
a new state -- EXPI RED or RELEASED, respectively. The partner server
woul d then be notified that this del egated prefix was EXPI RED or
RELEASED t hr ough a BNDUPD nessage. \Wen the sending server received
t he BNDREPLY nessage for that del egated prefix showing that it was
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FREE, it would nove the | ease from EXPI RED or RELEASED to FREE, and
the prefix would be available for allocation by the primry server to
any clients.

A server MAY reallocate a delegated prefix in the EXPlI RED or RELEASED
state to the sanme client with no restrictions, provided it has not
sent a BNDUPD nessage regarding the del egated prefix to its partner
This situation would exist if the prefix |ease expired or was

rel eased after the transition into PARTNER-DOM state, for instance.

4.3. Lazy Updates

[ RFC7031] includes the requirenent that failover nust not introduce
significant performance inpact on server response tines (see

Sections 7 and 5.2.2 of [RFC7031]). |In order to realize this

requi renent, a server inplenmenting the fail over protocol nust be able
to respond to a DHCP client without waiting to update its failover
partner whenever the binding database changes. The "lazy update"
nmechani smallows a server to allocate a new | ease or extend an
existing | ease, respond to the DHCP client, and then update its

fail over partner as tine permits.

Al t hough the "l azy update"” nechani sm does not introduce additiona
del ays in server response tines, it introduces other difficulties.
The key problemwi th |azy update is that when a server fails after
updating a DHCP client with a particular valid lifetinme but before
updating its failover partner, the failover partner will eventually
believe that the client’s | ease has expired -- even though the DHCP
client still retains a valid |l ease on that address or prefix. It is
al so possible that the failover partner will have no record at all of
the | ease being assigned to the DHCP client. Both of these issues
are dealt with by using the MCLT when allocating or extending |eases
(see Section 4.4).

4.4. Maximum Client Lead Tinme (MCLT)

In order to handl e problens introduced by |azy updates (see

Section 4.3), a period of time known as the "Maxi mum Cient Lead
Time" (MCLT) is defined and nust be known to both the prinmary server
and the secondary server. Proper use of this tine interval places an
upper bound on the difference allowed between the valid lifetine
provided to a DHCP client by a server and the valid lifetinme known by
that server’'s failover partner

The MCLT is typically nmuch less than the valid lifetine that a server
has been configured to offer a client, and so sone strategy nust
exist to allow a server to offer the configured valid lifetinme to a
client. During a |lazy update, the updating server updates its
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failover partner with a partner lifetine that is |longer than the
valid lifetime previously given to the DHCP client and that is |onger
than the valid lifetine that the server has been configured to give a
client. This allows the server to give the configured valid lifetine
to the client the next time the client renews its | ease, since the
tinme that it will give to the client will not be longer than the MCLT
beyond the partner lifetine acknow edged by its partner or the
current tine.

The fundanmental relationship on which the failover protocol depends
is as follows: the | ease expiration tinme known to a DHCP client
MUST NOT be greater by nore than the MCLT beyond the | ater of the
partner lifetinme acknow edged by that server’s fail over partner or
the current tine.

The renmai nder of this section makes the above fundanenta
relationship nore explicit.

The failover protocol requires a DHCP server to deal with severa
different | ease intervals and places specific restrictions on their
rel ati onships. The purpose of these restrictions is to allow the
partner to be able to make certain assunptions in the absence of an
ability to comuni cate between servers

In the followi ng explanation, all of the lifetines are "valid"
lifetinmes, in the context of [RFC3315].

The different tinmes are as follows:

desired lifetine:
The desired lifetime is the |l ease interval that a DHCP server
would Iike to give to a DHCP client in the absence of any
restrictions inposed by the failover protocol. |Its determ nation
is outside of the scope of the failover protocol. Typically, this
is the result of external configuration of a DHCP server

actual lifetinme:
The actual lifetine is the |lease interval that a DHCP server gives
out to a DHCP client. It may be shorter than the desired lifetine

(as expl ai ned bel ow).
partner lifetine:

The partner lifetime is the |lease expiration interval the |oca
server sends to its partner in a BNDUPD nessage
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acknow edged partner lifetine:
The acknowl edged partner lifetinme is the partner lifetinme the
partner server has nost recently acknow edged i n a BNDREPLY
message

4.4.1. MLT Exanple

The foll owi ng exanpl e denonstrates the MCLT concept in practice. The
val ues used are arbitrarily chosen and are not a reconmendation for
actual values. The MCLT in this case is 1 hour. The desired
lifetime is 3 days, and its renewal tine is half the lifetine.

Wien a server nmakes an offer for a new |l ease on an | Pv6 address to a
DHCP client, it determines the desired lifetime (in this case,

3 days). It then examines the acknow edged partner lifetine (which
in this case, is zero) and determ nes the remainder of the tinme |eft
to run, which is also zero. It adds the MCLT to this value. Since
the actual lifetine cannot be allowed to exceed the remai nder of the
current acknow edged partner lifetine plus the MCLT, the offer nade
to the client is for the renmainder of the current acknow edged
partner lifetime (i.e., zero) plus the MCLT. Thus, the actua
lifetime is 1 hour (the MCLT).

Once the server has sent the REPLY to the DHCP client, it will update
its failover partner with the |ease information using a BNDUPD
message. The partner lifetine will be conposed of the Tl fraction
(1/2) of the actual lifetime added to the desired lifetime. Thus,
the failover partner is updated using a BNDUPD nmessage with a partner
lifetime of 1/2 hour + 3 days.

When the prinmary server receives a BNDREPLY to its update of the
secondary server’s (partner’s) partner lifetine, it records that as
the acknow edged partner lifetime. A server MJUST NOT send a BNDREPLY
nmessage in response to a BNDUPD nessage until it is sure that the
information in the BNDUPD nessage has been updated in its |ease

dat abase. See Section 7.5.2. Thus, the primary server in this case
can be sure that the secondary server has recorded the partner
lifetime inits stable storage when the primary server receives a
BNDREPLY nessage fromthe secondary server

When the DHCP client attenpts to renew at T1 (approximately 1/2 hour
fromthe start of the lease), the primary server again determnes the
desired lifetine, which is still 3 days. It then conpares this wth
the original acknow edged partner lifetime (1/2 hour + 3 days) and
adjusts for the time passed since the secondary was |ast updated

(1/2 hour). Thus, the remaining time for the acknow edged partner

M ugal ski & Ki nnear St andards Track [ Page 16]



RFC 8156 DHCPv6 Fail over Protocol June 2017

interval is 3 days. Adding the MCLT to this yields 3 days plus
1 hour, which is nore than the desired lifetinme of 3 days. So, the
client may have its |l ease renewed for the desired lifetinme -- 3 days.

When the primary DHCP server updates the secondary DHCP server after
the DHCP client’s renewal REPLY is conplete, it will calculate the
partner lifetinme as the Tl fraction of the actual client lifetinme
(1/2 of 3 days = 1.5 days). To this it will add the desired lifetine
of 3 days, yielding a total partner lifetime of 4.5 days. 1In this
way, the primary attenpts to have the secondary al ways "l ead" the
client in its understanding of the client’s lifetine so as to be able
to always offer the client the desired lifetine.

Once the initial actual client lifetime of the MCLT has passed, the
fail over protocol operates effectively |like DHCP does today in its
behavi or concerning lifetinmes. However, the guarantee that the
actual client lifetime will never exceed the partner server’s
remai ni ng acknowl edged partner lifetinme by nore than the MCLT al |l ows
full recovery froma variety of DHCP server failures
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Fundanental rel ationship:
|l ease time = floor( desired lifetime, acked-partner-lifetinme + MCLT )

Initial conditions: MCLT = 1h, desired lifetinme = 3d

DHCPv 6 Primary Secondary
tine dient Server Server
>-SOLICIT------ > |

acknow edged partner lifetine = 0

| ease time = floor( 3d, 0 + 1h ) = 1h

<----- ADVERTI SE- <
| ease-tine = 1h

| ease-tinme = 1h

partner-lifetime = 1/2h + 3d

I
I
I
I
|
t | L REPLY- <
I
|
| <----BNDREPLY-< |
I
I

|
I
I
|
| > BNDUPD------ >
|
I
|
|

partner-lifetime = 1/2h + 3d
acknow edged partner lifetinme = 1/2h + 3d
1/ 2h passes ... . C
t+1/ 2h | >-RENEW------- > |
| acknow edged partner lifetinme = 3d |
| | ease time = floor( 3d, 3d + 1h ) = 3d
| S REPLY- < | |
| | ease-time = 3d |
| | >-BNDUPD------- > |
| | partner-lifetime = 1.5d + 3d
| | <----BNDREPLY- < |
| | partner-lifetine = 1.5d + 3d
| acknow edged partner lifetime = 1.5d + 3d
1. 5d passes ... .. -

| | |
t+1.5d + 1/2h | |
| acknow edged partner lifetinme = 3d |
| | ease time = floor( 3d, 3d + 1h ) = 3d

| S REPLY- < | |
| | ease-time = 3d

| |
|

|

|

|

|

| partner-lifetinme = 1.5d + 3d
| <----BNDREPLY- < |

| partner-lifetine = 1.5d + 3d
acknow edged partner lifetinme = 1.5d + 3d

Figure 1: MCLT Exanple
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5.

5.

5.2.

1.

Message and Option Definitions
Message Franing for TCP

Fai | over conmuni cation is conducted over a TCP connection established
between the partners. The failover protocol uses the franing fornat
specified in Section 5.1 of "DHCPv6 Bul k Leasequery" [RFC5460] but
uses different nessage types with a different nessage format, as
described in Section 5.2 of this docunment. The TCP connection

bet ween fail over servers is nade to a specific port -- the
dhcp-failover port, port 647. Al information is sent over the
connection as typical DHCP nessages that convey DHCP opti ons,
following the format defined in Section 22.1 of [RFC3315].

Fai | over Message For mat

Al'l failover messages defined bel ow share a common format with a

fi xed-si ze header and a variable format area for options. Al val ues
in the nessage header and in any included options are in network byte
order.

The following diagramillustrates the format (which is conpatible
with the format described in Section 6 of [RFC3315]) of DHCP nessages
exchanged between fail over partners:

0 1 2 3
01234567890123456789012345678901
T S i o S S e i < S S S S S S S S S S

| neg-type | transaction-id |
B i ok it I I S e S e S ki ol ik i I TR SR i S S e S e e e e i i 5
| sent-tinme |

T T ik e S e e e st i s s s SN R SR
. options

(vari abl e)

T T i e i i e et S h S SN SR

neg-type Identifies the DHCP nessage type; the
avai |l abl e message types are listed bel ow.

transaction-id The transaction-id for this nessage exchange.
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sent-tinme The tine the nessage was transnitted (set
as close to transmi ssion as practical),
i n seconds since mdnight (UTC)
January 1, 2000, modulo 2732. Used to
determ ne the tinme skew of the fail over
partners.

options Options carried in this nmessage. These
options are all defined in the "Option Codes"
sub-registry of the "Dynanm c Host
Configuration Protocol for |Pv6 (DHCPv6)"
registry. A nunber of existing DHCPv6
options are used, and several nore are
defined in this docunent.

5.3. Messages

The followi ng sections list the new nessage types defined for
fail over conmunicati on.

5.3.1. BNDUPD

The bi ndi ng update nessage, BNDUPD (24), is used to send the binding
| ease changes to the partner. At npbst one OPTI ON _CLI ENT_DATA option
may appear in a BNDUPD nessage. Note that not all data in a BNDUPD
message is sent in an OPTION _CLI ENT_DATA option. |Information about
del egabl e prefixes not currently allocated to a particular client is
sent in BNDUPD nessages but not within OPTI ON_CLI ENT_DATA opti ons.
The partner is expected to respond with a BNDREPLY nmessage.

5.3.2. BNDREPLY

The bi ndi ng acknowl edgenent nmessage, BNDREPLY (25), is used for

confirmation of the received BNDUPD nessage. It may contain a
positive or negative response (e.g., due to a detected | ease
conflict).

5.3.3. POOLREQ
The pool request nmessage, POOLREQ (26), is used by the secondary

server to request allocation of delegable prefixes fromthe primary
server. The primary responds with a POOLRESP nessage.
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5.3.4. POOLRESP

The pool response nessage, POOLRESP (27), is used by the primary
server to indicate that it has received the secondary server’s
request to ensure that del egable prefixes are bal anced between the
primary and secondary servers. |t does not indicate that all of the
BNDUPD nessages that night be created from any rebal anci ng have been
sent or responded to; it only indicates reception and acceptance of
the task of ensuring that the balance is exami ned and corrected as
necessary.

5.3.5. UPDREQ

The update request nessage, UPDREQ (28), is used by one server to
request that its partner send all binding database changes that have
not yet been confirmed. The partner is expected to respond with zero
or nore BNDUPD nmessages, followed by an UPDDONE nessage that signals
that all of the BNDUPD nessages have been sent and a correspondi ng
BNDREPLY nessage has been received for each of them

5.3.6. UPDREQALL

The update request all nmessage, UPDREQALL (29), is used by one server
to request that all binding database information present in the other
server be sent to the requesting server, in order for the requesting
server to recover froma total |oss of its binding database. A
server receiving this request responds with zero or nore BNDUPD
messages, followed by an UPDDONE nessage that signals that all of the
BNDUPD nessages have been sent and a correspondi ng BNDREPLY nessage
has been received for each of them

5.3.7. UPDDONE

The update done nessage, UPDDONE (30), is used by the server
respondi ng to an UPDREQ or UPDREQALL nessage to indicate that al
request ed updates have been sent by the responding server and acked
by the requesting server.

5.3.8. CONNECT

The connect message, CONNECT (31), is used by the primary server to
establish a fail over connection with the secondary server and to
transmit several inportant configuration attributes between the
servers. The partner is expected to confirmby responding with a
CONNECTREPLY nessage.
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5.3.9. CONNECTREPLY

The connect acknow edgenent nessage, CONNECTREPLY (32), is used by
the secondary server to respond to a CONNECT nessage fromthe primary
server.

5.3.10. DI SCONNECT

The di sconnect nessage, DI SCONNECT (33), is used by either server
when cl osing a connection and shutting down. No response is required
for this message. The DI SCONNECT nmessage SHOULD contain an

OPTI ON_STATUS _CCODE option with an appropriate status. Oten, this
will be ServerShuttingDown. See Section 5.6. A server SHOULD

i nclude a descriptive nmessage as to what caused the di sconnect
nmessage

5.3.11. STATE

The state nessage, STATE (34), is used by either server to informits
partner about a change of failover state. In sone cases, it may be
used to also informthe partner about the current state, e.g., after
connection is established in the COVMJNI CATI ONS- | NTERRUPTED or
PARTNER- DOAN st at es.

5.3.12. CONTACT

The contact message, CONTACT (35), is used by either server to ensure
that its partner continues to see the connection as operational. It
MUST be transmitted periodically over every established connection if
other nessage traffic is not flowing, and it MAY be sent at any tine.
See Section 6.5.

5.4. Transaction-id

The initiator of a nessage exchange MJST set the transaction-id (see
Section 5.2). This neans that all of the nessages above except
BNDREPLY, POOLRESP, UPDDONE, and CONNECTREPLY nust set the
transaction-id. The transaction-id MJST be uni que anong all
currently outstandi ng nessages sent to the failover partner. A
straightforward way to ensure this is to sinply use an increnmenting
val ue, with one caveat: The UPDREQ and UPDREQALL nessages may be
separated by a considerable tine prior to the recei pt of an UPDDONE
message. Wile the usual pattern of nessage exchange woul d have the
partner doing the vast nmajority of nessage initiation, it is renotely
possible that the partner that initiated the UPDREQ or UPDREQALL
messages mght al so send enough nessages to wrap the 24-bit
transaction-id and duplicate the transaction-id of the outstanding
UPDREQ or UPDREQALL nessages. Thus, it is inportant to ensure that
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the transaction-id of a currently outstandi ng UPDREQ or UPDREQALL
message is not replicated in any nessage initiated prior to the
recei pt of the correspondi ng UPDDONE nessage.

5.5. Options
The followi ng new options are defi ned.

5.5.1. OPTI ON_F_BI NDI NG_STATUS

The bi ndi ng-status is an inplenmentation-independent representation of
the status (or the state) of a |lease on an | Pv6 address or prefix.

This is an unsigned byte.
The code for this option is 114.

1 2 3
01234567890123456789012345678901

T T R o o i e S  E  E e e s o i N SR
| OPTI ON_F_BI NDI NG_STATUS | option-Ilen

B s T s s e T o e S T ks et s oot ST S S S o S S 3
| bindi ng- st at us|

B T i S T S

option-code OPTI ON_F_BI NDI NG_STATUS (114)